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1.0 INTRODUCTION

This is Volume V-Book II of a five volume report produced for the
Automation Applications Study of the Advanced Air Traffic Management System.
This volume describes the DELTA (Determine Effectiveness Levels for Task
Allocation)} digital computer simulaticon model, The volume is divided into
two Books: Book I - User's Guide and Book II - Programmer's Guide.

The User's Guide is designed to permit an analyst to understand
what the model simulates and how to exercise the model, It discusses the
concepts from which the model was constructed. A complete input data
specification and deck setup is described to show how cases are set up.
A test case is provided to show how a case would look, Several auxilliary
programs which are used to produce input files are described along with
the Post Processor Program which is used to produce an additional output
report for the DELTA model,

The Programmer's Guide is designed to give a programmer insight as
to how the DELTA model was built and to enable him to make extensions or
medifications to the model's code. There is a general discussion of the
program structure and a description of the Tink structure and the system
considerations.,

There are detailed descriptions of the subroutines and the dynamic
memory file structures. Samples of overlay structures are given and a
list of subroutines which reference the files is shown.
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2.0 PROGRAM STRUCTURE
#2.1 General Discussion

In this documentation a "run" refers to an exercise of the model for
which the input data remains fixed. Each approach to the computer is
called a "job" and will usually be synonomous with run for this model.

The complete input data set for a run specifies a "case'.

The computer software for the DELTA model is composed of a program
with three major components: input processor, simulation, and report
generator, plus three separately executable proarams: Terminal Generation
Program, Interarrival Times Generation Program, and Post Processor. The
input processor componenf sets up SALSIM files, allocates dynamic memory,
reads scenario data and performs limited validity checkina on the data.
The simuTation'component simulates the interaction between resources and
service requestars in an Air Traffic Management environment and writes a
history tape. The report generator component summarizes information
available during the execution of the run. The Post Processor proaram
sorts information on the history tape and produces an additional report.
The Terminal General Program is used to produce a random access data file
used by the simulation. The Interarrival Times Generation Program is used
as an aid in defining flight plans to stimulate the model. The separately
executable programs are described in specific sections of both books of

this volume.

2.7.1 Input Processor

That data which describes the SALSIM parameters and the scenario are
read by the input prccessor. The SALSIM routine XXSTRT allocates the dynamic
memory and sets up the bookkeeping for the logic control chains which will
be executed. The routine INITIA sets up the bookkeeping for the user's
dynamic memory files and reads the scenario data: namelist, task allocations
and times, aircraft types, jurisdiction and resource descriptions, and
initiates the tasks which are performed cyclically.



Page 2.1-2

2.1.2 Simulation .

The execution of the simulation component is controlled by SIMRUN
which alternately transfers control between EX0G and ELIST. EXOG reads the
input file for exogenous events which are used to stimulate various tasks
in the model, while ELIST calls the Logic Control Chain (LCC, subroutfne)
which is next in the time queue to be performed. SIMRUN determines when it
is aEpropriate to read the next exogenous event and updates the simulation
clock after all tasks for a particular time have been executed.

The LCC's are called, in general, directly by ELIST. If one LCC is
supposed to cause another LCC to begin execution, then it will create an
"event notice" for that LCC and file it in the simulation time queue. When
the appropriate time occurs for the LCC to be executed, then ELIST calls
the LCC. The LCC immediately calls ALLOC to get a resource allocated to
perform the task. If none is available, the task is put into a queue to be
performed when a resource can be assigned; otherwise, the resource is set
busy and the task is performed.

There are two types of tasks: cyclical (time stimulated) and event
stimulated. The'éyc]icaT tasks are executed at some regular freguency
during the run and stimulate themselves. Event stimulated tasks occur either
exogenously - externally stimulated, or endoaenously - internally stimulated.
An exogenous event, read from the input tape by EX0G, can cause an entire
chain of events to occur. For example, "filing a flight plan® is an |
exogenous event which can generate events throughout the air traffic manage-
ment system until the aircraft either lands or flies out of the geography
being modelled. A typical run combines the cyclical tasks, which appear
as "background" consumers‘of resources, and the user generated tasks, which

are initiated by input.

A run is terminated by input of an exogenous event.to call the run
summary at some specified game time. The simplest type of run would be
one where theré were no external events other than the termination. This
would g{ve a measure of how many resources were being consumed by back-

grourd tasks.
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2.1.3 Report Generator

The DELTA model has a run summary which presents information on
resource utilization for the run which was calculated during execution.
The data is broken down by jurisdiction, resource pool and element. The
summary also lists statistics on the utilization of the dynamic memory.
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2.2 Subroutine and Link Structure

Figure 2.2-1 shows the basic subroutine linkage of the DELTA model.
In general the figure is read from left tc right, then top to bottom.
Since all 165 functional analysis task subroutines are called directly or
indirectly by ELIST, the figure merely references the function number,
Also the algorithms are shown only by their primary subroutine name; their
structures are shown in the following figures. Figure 2.2-2 shows the
structure of the algorithm which moves aircraft, simulates error and per-
forms boundary crossings. The metering and sequencing algorithm is shown
in Figure 2.2-3. FigUre 2.2-4 illustrates the calling structure of the
hazard evaluation and conflict resolution algorithm.
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INITIA ‘
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Figure 2.2-1 Basic Linkage of DELTA Model
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Figure 2.2-2 Linkage Of Kinematics Algorithm
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Figﬁre 2.2-2 continued
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Fiaure 2.2-3 Linkage Of Meterina and Sequencing Algorithm
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Figure 2.2-4 Linkage Of Hazard Evaluation and Conflict Resolution
Algorithms )
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Figure 2.2-4 continued
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Figure 2.2-4 continued

——ENSMBL
—HAZARD
——RECHECK

— FMAN

p—HCIRC
ENSMBL

:RECHEK

——RSCIRC e——e—oF [LHAZ

—TURNT
——TRYM
——HAZARD
——POST

FMAN

Page 2.2-8

ERSMBL

ENSMBL
PROJTB

PROJTB
ENSMBL

FMAN



Page 2.3-1

2.3 System and Hardware Considerations

The DELTA Model software was designed to be compiled and executed on
a CDC 6600 compatible system using a MACE operatina system. Elsewhere in
this volume is a detailed account of the job control cards requited to
execute the model on the TRW in-house configuration. As described in
Section 3.1, the model uses some CDC and TRW-unique software. The model
routines all compile using the RUNX compiler,

The software makina up the DELTA Model requires a large amount of
core if no overlays are used. During the debug phase of development,
an overlay structure was configured permittina the model to fit within
60,000 octal words of memory. (Note that the core sizes are Tndicated in
octal numbers, following the CDC conventions.) This was done at the expense
of the dynamic memory and the input/output buffers. Durina model exercise,
a more optimal overlay was used, requiring 117,000 octal words. This over-
lay is described in Section 5. The overlays are designed to utilize the
Automatic Overlay Loading feature of the CDC Loader.

In-order to run DELTA on other systems, several software modifica-
tions must be made. Of primary importance is the sixty bit word Tenath found
on the CDC systems discussed above. This word lenqth permits fifteen signi-
ficant digits on real numbers. This is especially important with respect
to the model's internal clock, which must maintain flight durations of
multiple hours, manual task times in tenths of seconds and automated task
times in nanoseconds. Here the sixty bits is of greatest value.

Several instances can be found within the MPVAC loaic of the use of
the sixty bits as holders of three twenty bit words, such as normalize
error terms or pointers within dynamic memory. However, these conditions
are in the minority, since the model was written to be as hardware inde-
pendent as possible. The MAIN routine is also specific .to the CDC system,
and would require modification should the system be changed. See Section 3.3.

The format statements are another area which would require modifica-
tion. The CDC FORTRAN permits the use of the asterisk (*} for delimtting
literals within Format statements and the use of fi-formats to read and write
octal variables. These must be changed. However, these areas appear to be
only system dependencies in the model software.
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3.0 SUBROUTINE DESCRIPTINNS

3.1 Introduction

The DELTA Model is composed of five types of routines. These
are the followina: |
A. FORTRAN or system Tibrary routines, such as SIN and ARS.
B. SALSIM utilities, such as CAUSE and DELAY,
€. Model utility routines, such as ALLPC and TSELEC.
D. Algorithms, such as METSEQ and MPVAC.
E. Functional analysis routines, TO1101 through T17300.

These routines combine to form the simulation program. Most of the
routines are written in FORTRAN IV. The software developed for this model
(types C, D and E) is heavily commented to eliminate the need for de-
tailed flow charts or narrative descriptions. This section is intended to
provide the programmer with a basic background for understanding the
program. The descriptions are intended to amplify those in the User's
Guide, Book I of this volume.

3.1.1 System Library Routines

It is necessary to discuss several of the routines of the first type,
those supplied in the FORTRAN Library of Subroutines or in the TRW
Subroutine Library. Most of the routines that belong to type A are common
to all FORTRAN Packages. There are five exceptions, however., These are
routines that are peculiar to CDC FORTRAN or the TRW Subroutine Library.
These routines are described below.

LBYT - This rputine is used to extract the values of bits within
a word. It will extract from one to sixty bits from a word. The routine
is part of the TRW Subroutine Library.

SBYT - This routine is used to set the values of bits within a
word. It will set from one to sixty bits of a word. The routine is part
of the TRW Subroutine Library. '
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UPR1 - This routine is a uniform pseudo random number aenerator.
[t is called by function subprogram RANF. UPR1 is part of the TRW Sub-
routine Library. It is similar to IBM's RANDU subprogram in many respects.

FNRN - This routine is a normal random number generator. It is
part of the TRW Subroutine Library.

Fina11y, the direct access input/output routines used in the model
are specific to the CDC FORTRAN Library of Subroutines. These are @PENMS,
CLPSEMS, READMS and WRITMS. Since there is no standard direct access I/0
package defined for FORTRAN, it is common for each manufacturer to use his
own 1/0 routines.

3.1.2  SALSIM Utilities

The remaining types of routines will be discussed below. The SALSIM
utilities are FORTRAN subroutines which facilitate the construction of the
event stepped features of the simulations. For exémp]e, they permit the
use of dynamic memory, providing efficient core allocation, They provide
for an internal model clock, interaction between exogenously and endo-
genously stimulated events and event scheduling. These routines are
general purpose in nature.

3.1.3  Model Utilities

The model utilities are specifically designed for the DELTA Model.
They are intended to facilitate the special-purpose processing common to
many of the routines in the model. Five of these routines deserve special
mention. These are the routines most directly concerned with resource
utilization: ALL@C, GETASK, GETIME, DELAY and TSELEC.

ALLPC is used to assian a resource element to a task., If no resource
. element is available, this routine attempts to increase the capability of
the resource pool (either by incrementina the number of controllers for a
manual pool or by increasing the computef‘s speed for an automated pool),
if the pool is not at maximum capability.  Failinag this, ALLOC will place
the task in the Task Queue.
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GETASK is a routine used to obtain all pertinent information on the
allocation and task time for a particular task. It is used by ALLGC,
GETIME, TSELEC and other utilities. Given the LCC Number (see Table 3.2-3),
GETASK searches the taék data files and returns the desired data.

GETIME is used to determine the amount of time required for the
performance of a task. It uses GETASK to select the distribution or number
of instructicns, and then picks a time from the distribution or determines
the length of time from the number of instructions and the computer's process-
ina rate. This time is used by DELAY as the Tenath of time toc interrupt
processing and the time is credited to the resource element performing the
task.

TSELEC is used to relieve the resource element from its current
assignment at completion, and attempt to reassian it to either the next
task in a task chain or to the highest priority task in the Task Queue.

If there are no further demands on the resource element, it is placed in a
not busy status and returned to the resource pcal.

This set of model utilities s the basic requirement for the treat-
ing of resource utilization within the DELTA Model. Tt will be discussed
below. ’

3.1.4 Algorithms

There are three principle algorithms used in this model. They are
respensible for the motion of the aircraft through the system. The first
of these is M@VAC, which contains the aircraft kinematics, the naviocation
error model, and the boundry crossing 16q1c. The schedulina and interleaving
of arrivals and departures, metering and sequencina, is performed by the
METSEQ algorithm. Separation assurance, conf]icf detection, hazard evaluation,
and conflict resolution are performed by CONDET alaorithm, The analysis
on which these aTaorithmé is founded is described in the User's Guide, Rook
[ of this volume. The resulting routines are described briefly below.

3.1.5 “Functional Analysis Routines

The functional analysis resulted in the generation of about two
hundred routines. The functional analysis is described in great detail in
Volume T1I. The resulting software is described briefly below,
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0f the seventeen functions defined by the functional analysis, Functions 10.
and 14. were not modelled. In order to simplify some of the programming,

some functional analysis tasks were grouped into single routines. Excépt

for these routines, there is a direct relationship between functional ana?ysis
tasks and functional analysis routines.
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3.2 Conventions

The DELTA Model employs several programming conventicns or standard
practices which, during model development and testing, permitted a high
degreé of commonality among the routines. This is especially true of the
functional analysis routines. These conventions will be described in this
section to provide the programmer with greater 1ﬁsight into the model.con-
struction. ‘

3.2.1 Subroutine Naming Convention

As discussed in the previous section, there is a close relationship
between the functicnal analysis described in Volume II and the functional
ana]ysis‘routﬁnes. To foster this relationship, a naming convention was
adopted in which the task name is embedded in the subroutine name. Thus,
task one, of subfuncticn one, of function one {(Task 1.1.1) is simu1afed by
a routine named TOT101. In general, the routine name is of the form,
Tffstt, where ff is the function humber, 5 is the subfunction number and
tt is the task number. Table 3.2-1 contains a complete list of the rou-
tines of this sort.

This table also contains the Logical Control Chain {LCC) number for
each routine which is an LCC. The LCC is a SALSIM-based convention. It
represents a triggerable routine, as opposed to those which are simply
FORTRAN subprograms. This difference will be described in a discussion of
the SALSIM utility routines, Section 3.4. The use of dynamic memory and
the dynamic memory file structures will be discussed in Section 4. Dyném-
ic memory is anofher SALSIM-based programming convention,

3.2.2 SALSIM Conventions

The use of the model and SALSIM utility routines is another conven-
tion of the DELTA Model. It imposes a great deal of similarity among the
task-simulating routines. Figure 3.2-1 represents the typical structure
of one of these routines. The Standard Event Notice, Page 4.0-23 , car-
ries all the information necessary for the operation of each of these
LCCs. This is done by means of standard locations for pointers and indi-
cators within dynamic memory.
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T08203
T08204
"T08205

T09100
T09201
T09202
T09300
T09400
T09501
T09505
T09506

(F10.0 Not Modeled)

53
54
55
56
57
58
59
60
61
62
63
64
65

66
67
68
69
70
71
72
73
74
75
76
77
78
79

80
81
82
83
84
85
86
87
88
86
90
91
92
93

94
95
96
97
98
99
100
101
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Table 3.2-1 Table of LCC Numbers for Routine Names

T11101
T11102
T11201
T11202
T11203
T11204
T11301
T11302
T11303
T11401
T11402
T11403

T11501

T11502
T11503

T12101
T12102
T12103
T12104
T12105
T12106
T12107
T12201
T12202
T12204
T12205
T12206
T12207
T12301
T12302
T12303
T12304

T13100
T13102
T13104
T13105
T13201
T13202
T13203
TL3301
T13302

142
143
144
145
146
147
148
149
150
151
152
153
154
155
156

102
103
105
106
107
108
109
110
111
112
113
114
115
116
117
118
118

120
121
122
123
124
125
126
127
128

& 104

(F14.0 Not Modeled)
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T15101 - 160 T16101 - 129

T15102 - 161 T16102 - 130
T15201 - 162 T16103 - 131
T15202 - 163 T16201 - 132
T15203 - 164 T16202 - 133
T15204 — 165 T16203 - 134
T15205 - 166 T16204 - 135
T15206 - 167 T16205 - 136
TE6206 — 137
T16207 - 138
T16208 - 139
T16209 = 140
T16210 - 141
T17100 - 157
T17200 - 158
T17300 — 159

Utilities and Algorithms

UDPYF - 168
UDMSW - 169 (not used)
DRPAC =~ 170
METSEQ - 171
HAZARD - 172
TCANAC - 173
RSCRSE - 174

Table 3.2-1 (contd.) Table of LCC numbers for Routine Names
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Grouped Names Functionai Grouped Names Functional
Analysis Names Analysis Names
6.1.1 17.1.1
6.1.2 17.1.2
TO61AU 6.1.3 17.1.3
6.1.4 - 17.1.4
Tos1H 6.1.5 117100, 17.1.5
6.3.1 17.1.6
6.3.2 17.1.7
' 17.1.8
T08105 { 8.1.5
g.1.6 17111
117200 { 17.11.2
9.1.1
T09100 9.1.2 17.2.1
. 9.1.3 17.2.2
17.2.3
_ 17.2.4
{ 9.3.1 17.2.5
103300 9,3.7 17.2.6
T09400 { 9.4.1 :
9.4.2 17.7.1
17.7.2
o5 ] 17.7.3
.5, 17.7.4
9.5.2 717300 17.7.5
709501 9.5.3 17.8.1
9.5.4 17.8.2
17.8.3
17.8.4
T09506 { 9.5.6 17.8.5
9.5.7 17.9.1

T12202 { 12.
12.2.

P~
L™

17.10.1

13.1.
T13100 13.1.3

—_

Table 3.2 - 2 Grouped Functional Analysis Tasks
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Perform
Any
Processin
Before DELAY
Determine Call ALL®C
Next Task Allocate
) _Resources
Call CAUSE
Trigger Allocated
TSELEC
GETIME
RETURN Determine
o Task Time
Call DELAY
Credit Taskl
Times and
Delay Clock

RETURN

Figure 3.2- 1 Flow Chart of a Typical Functional Analysis Routine.
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3.2.3 Typical LCC

A positive value for NXTSK is used to indicate that the processing
has resumed after a delay. ALLOC sets the‘value of IRESRC, which is then
tested to determine if the task was placed in the Task Queue due to the
unavailability of a resource element for the current task indicated by a
negative IRESRC. If not, GETIME is used to génerate a task time which is
then passed to DELAY. Following the delay, any processing required by the
task is performed and the next task to be performed, if any, is determined.
Triggering TSELEC then results in the triggering of the selected task or
next activity for the resource element allocated for this task. ‘This
structure is basic to the resource-using routines,

3.2.4 Varijable Naming Convention

Where possible, variable names for the task routines are related to
both their usage and their task number. Figure 3.2-2 contains an outline
of this naming convention. Further discussion of input variables will be
found in Book I of this Volume.

3.2.5 Task Grouping Convention

As will be noticed in Table 3.2-1, there is not a one-to-one relation-
ship between functional analysis tasks and LCCs. This is due to a simpli-
fication made to the programming logic. It was decided that in several
instances, there are tasks which could be grouped together in all reasonable
system designs. These groupings are indicated in Table 3.2-2. The groupings
reduce the number of LCCs required to model all the tasks. Ancther form of
grouping of task perfcrmance used in the model is the blocking of tasks.
This is done typically for time-cyclic tasks performed for all aircraft in
a jurisdiction. Blocking involves performing the task for several aircraft
together by multiplying the task performance times by the appropriate number
of aircraft. This is determined by input, to give the user as much control
as possible. A third grouping technique is along allocation lines. Thus,
all manual tasks in such a grouping are simulated by one routine and the
automated tasks, by another,
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As many variables as possible will have names made up in the follow-

ing way:

affstt
where ff is the Function number

s is the Subfunction number

tt is the Task number
and a is an alphabetic with the following characteristics:

C = Duration of one cycle of a periodic task (hrs.).
Rate {inverse of frequency) of a periodic task.
ELIST block pointer (defined in Block Data).
Mask for a test under mask.

1]

Probability of condition occurring.

Requirement (Comparison word for test under mask).

— U v =X —~ ™M
1l

Subroutine name containing referenced task.

FIGURE 3.2-2 NAMING SCHEME FOR STANDARD VARIABLES
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3.2.6 Parallel Tasks

Some tasks may not be triggered until a set of parallel tasks have
been completed, as in the case of Function 4, for'example. Towards this
end, the ACCUM routine was designed to accumulate task completions until
all reguired tasks had been performed, before the indicated next task
could be triggered.
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3.2.7 Bit Logic Conventions

In order to carry as much information as possible per word of data,
the model often uses the sign of a variable as a Togical indicator. For
example, in the Standard Event Notice, & positive value for IACFT implies
that the value is the pointer to an aircraft, while a negative value
indicates that the absolute value is a pointer to a jurisdiction. Simi-
larly, a positive IRESRC is a pointer to a resource element, while a neg-
ative value indicates a pointer teo & resource pool.

ACBITS of the Aircraft File is a collection of indicators describ-
ing the status and other information on the aircraft to which it belongs.
This is done by considering the word to be a collection of binary
switches, which are for the most part independent. LBYT and SBYT, des-
cribed above, are used to test and set these bits. Table 3.2-3 contains
a description of their uses. Table 3.2-4 indicates which routines use
particular bits. As can be seen, only thirty two of the sixty bits have
been used, in order to permit the conversion of the program to other
computer systems.

3.2.8 Internal Units

Within the algorithms, a units convention was adopted, covering the
units used within the model to reduce repeated conversicn. The DELTA
Model uses nautical miles, hours and radians as standard units, convert-
ing inputs when read. Hence, speeds are in knots (nautical miles per
hour) and turn rates are in radians per hour. A1l distances, including
altitudes, are in nautical miles.
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TABLE 3.2-3 ACBITS USAGE

BIT NUMBER CESCRIPTIOQN
1 Discrepancy between flight plan and capability and status
: ‘ of Aircraft
2 Discrepancy between flight plan and cperational and
environmental condition
3 Discrepancy between flight plan and other approved flight
plans
.4 Discrepancy between flight plan and flow control directives
5 Discrepancy between flight plan and rules and procedures
6 Discrepancy between flight plan and flight progress
7 Discrepancy between flight plan and user class/pilot
qualifications .
8 Flight plan being reviewed (subseguent reviews)
9 Current deviation out-of-tolerances
10 Enlarged tolerances being used
N End of flight Indicator
12 Flight plan revision from Task 7.1.5
13 Flight plan under revision
14 Short range deviation out of tolerances
15 Long range deviation out of tolerances
16 Controlled aircraft
17 Intensions known aircraft
18 . IFR aircraft
19 VFR aircraft
20 ' Flight plan being resubmitted (subsequent submission)
21 Metering and Sequencing status switch
27 1 = M&S Queue entry created,
2 = Missed approach selected
23 3 = M&S hold complete
4 = M&S no hold solution
5 = M&S hold solution
6 = Missed approach solution
24 Not used
25 Not used
26 Special call 2 for MOVAC triggered

27 Hold type indicator for aircraft in holds (T-en route,
F+M&S) ' ‘



BIT NUMBER

28
29
30

3

32
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TABLE 3.2-3 ACBITS USAGE (Cont'd)

DESCRIPTION

Hold status indicator (Fsnever in hold), see Bit 31
Not used
Aircraft handover initiated

Hold status indicator (F-had been held, not currently,
T-currently in hold)

Emergency indicator
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LEGEND: T = Set Ony; F = Set Off; U = Use
SUB- .
ROUTINE 32 31 30 29 ‘28 27 26 25 24 23 22 21 20 19 18 17

ACJBC2 F F F
CONDET U
FILHAZ | CUu Y
MPVAC TFU TU U TU TFU FU FU TU
RECHECK
TLFX5
703000 TFU TF TF TF
T04101 '

704201

T04202
104203
104204
T04205
T04206
04207
704210
704302
04401
104402
T05202
T0522A
T06403 T
T07102 |
T07104 | U
T07201
707301
707302
707303
707401
T07403
T07404
T16103 F
UDPQF FooT F U

32 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17
TABLE 3,2-4  ACBITS CROSS REFERENCE



SUB-

ROUTINE

LEGEND:
16 15 14 13

T = Set On;
12 11 10

F = Set Off;
9 8 7

6
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U = Use
5 4 3 2

1

ACJBC2
CANDET
FILHAZ
MPVAC

RECHECK

TRLFX5
703000
T04101
T04201
T04202
T04203
T04204
T04205
T04206
T04207
T04210
T04302
T04401
T04402
T05202
T0522A
T06403
107102
T07104
T07201
T07301
T07302
T07303
T07401
T07403
T07404
T16103
ubP@F

U
U

U

TF

TU

TF
TF

FU

TF

Lomvi i e

o

TF

TF

16 15 14 13

12 11 10

S 8 7

6

5 4 3 2

TABLE 3.2-4 ACBITS CROSS REFERENCE (Cont'd)
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3.3 MAIN Routine

Program MAIN is the entry point for the model. Within CDC program
structure, the main routine includes the input/output device 1ist for the
remainder of the routines. It is also the first routine loaded, and, CDC
convention indicated that the Tenaths of the common blocks are determined
at the first encounter of a common bleck. Hence, it is in MAIN that the
length of the IV array for dynamic memory is set. For batch processing, a
lenath of 15,000 words has been used. This value is compiled intc MAIN.
The minimum lenath permitted is 2000 words, since this length is compiled
into most of the LCCs.

The DELTA Model uses the followinag set of FORTRAN logical units:

TAPES is the main input file, containina the SALSIM card,
Name 1ist, task input data, pilot response times, aircraft type
data, jurisdiction data, scenario data and exoaenous inputs.

TAPES is the primary scenario ocutput file, containing
diagnostic and warning messades and the DATAFIL end of run
summary.

TAPE1Q dis used for the ACPTS file, maintained as a temp-
orary file by GETAC-and M@DAC.

TAPE12 1{is the Conflict Detection Grid file, maintained as
a temporary file by CPANDET.

TAPET4 is the simulation history file which is used by the
Post Processor in various forms.

TAPE21 {s the prime file for aircraft pair data, used as
a temporary file by the Conflict Detection routines.

TAPE22 s the Conflict Resolution Maneuver file.

TAPE23 is the file used by the Conflict Detection routines
to check for new conflicts.

TAPE30 1is the Terminal Data input file used by METSED.

The only other activity performed by MAIN is the calling of XXSTRT, the
SALSIM initialization routine.
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3.4 Utility Routines
3.4.1 - SALSIM Subroutines

A1l of the 1ist processing requirements described in section 5.0,
Dynamic Memory File Structure, utilize a TRW simulation language called
SALSIM.

SALSIM is comprised of FORTRAN subroutines and functions which
allow the user to create Tists having an arbitrary number of entries.
The system uses a large one dimensional array, IV, which contains all the
Tists.

For example, a typical Jist of information might have 8 records,
each 10 words long. Ten consecutive words (subscripts) of the IV array
then holds 1 record. FEach record is located somewhere in the IV array.
Note that although words of a record are consecutive, the records thémselves
usually are not consecutive, One of the ten bytes of each record contains
the IV array subscript of the first word for the next record in the list.

Each record of a few 1ists also contains a similar subscript for the
preceding record in a Tist. When there is no preceding ar following
record in the list, the byte containing the IY subscript is zero. Each
item in a record for a single list has a name eauivalenced relative to the

IV array for easier accessing.

The SALSIM subroutines are used for bookkeepina of the lists. They
allow the user to easily insert a record into a 1ist without consciously
changing pointers to or from that record.

The primary advantage of using this 1ist processing technique is that
data storage can be allocated dynamically. Once a fixed amount of core has
been allocated to the IV array, the amount of core used by each Tist can be
allocated or freed repeatedly durina execution according to the require-
ments of the current model run.

Each 1ist has an ordering which is specified when the 1ist {s
created, FEach 1ist has exactly one of the followina orderings for filing
and accessina records: last in first out, first in first out, increasing
order of attribute (ranked low is first), decreasing order of attribute
(ranked hiah is first).
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The ordering as well as other characteristics for a 1ist are defined
exactly once when the 1ist is created by use of the SALSIM DEFSET function,
which is described in detail later in this section.

SALSIM is used extensively by the utilities, algorithms, and function-
al analysis tasks described in sections 3.4, 3.5, and 3.6. BResides using
SALSIM to handle lists of data, these routines can triager (schedule}
events to occur at a future simulation time. Events are placed in a queue
{another 1ist) until the simulation time has caught up with the event. The
event is then removed from the queue and processed by the indicated sub-
routine, called an LCC.

Fach LCC has associated with it a number which the user indicates
when triggering an LCC for execution by use of the CAUSE subroutine described

in this section. A complete Tist of the LCC numbers is aiven in section
3.2, CONVENTIONS.
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SALSIM Subroutine: CANCEL (LCCNO, IPT)

A. PURPOSE

This routine cancels an event notice in the event
queue.
B. INPUT

LCCNO: LCC number of the event. (Integer)

IPT: Pointer to the event in the IV array. {Integer)
C. OUTPUT

Nene
D. USAGE

CALL CANCEL (LCCNO, IPT)



Page 3.4-4

SALSIM Subroutine: CAUSE (LCCNO, IPT, TIME)

A,

PURPOSE

This routine schedules an event to be processed by a

specified subroutine at a aiven simulation time.-

B.

INPUTS

LCCNO: LCC number of subroutine to be trigagered. {Integer)

IPT: Current event number, a number assianed by the system

and always acessed from the inteaer variable EVENT. {Integer)

TIME: Simulation time that subroutine is. to be called.
(Tnteger)

OUTPUT

None

USAGE

CALL CAUSE (LCCNO, IPT, TIME)
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SALSIM Function I=CREATE (L)

A. PURPOSE

This routine allocates a specified amount of consecutive
words in the IV array to store a record in a 1ist.

B. INPUTS
L: Length of record to be created. (Integer)
C. OUTPUT

I: The pointer to record, i.e., the IV subscript number
preceding the location of the record to be stored. {Integer)

D. USAGE

I=CREATE (L)
E. REMARK

This routine does not store the record. The record is
stored in a 1ist by the FILE command, which uses the I parameter

as input.



Page 3.4-6

SALSIM Function ISET=DEFSET (T,F,L,S,P,R)

A. PURPOSE

DEFSET defines the attributes of a 1ist to be created.
These attributes remain unchanged for the duration of the model
run or until the 1ist is deleted (not just emptied).

B. INPUTS

T: An integer that indicates the ordering rule for the
1ist. The permissibie values of T are:

1, Tlast in first out;

2, first in first out;

3, increasing order of attribute
(ranked Tow is first);

4, decreasing order of attribute .
(ranked high is first)(

F: First pointer (Integer)
L: Last pointer (Integer)

S: The word positign in a record for holding the pointer
(subscript) to the record's predecessor. (Integer)

P: The word position in a record for holding the pointer
- to the record'ssuccessor. (Integer)

R: Used only for ranked files (T=3 or 4). This is the
word position in a record upon which the 1ist is
ordered. R is zero for (T=1 or 2}. ({Integer)

C. OUTPUT

ISET: The pointer {subscript) in the IV array that holds
the DEFSET information. (Integer)

D. USAGE
ISET= DEFSET (T,F,L,S,P,R)



Page 3.4-7

E. REMARK

The DEFSET is called exactly once to create 4 Tist. The
ISET parameter is used as input to many SALSIM subroutines.
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SALSIM Subroutine DELAY (EVENT, D)

A. PURPOSE

This routine delays the current event, whose number is
EVENT, for a specified amount of time. #hen this time occurs,
processing of the event resumes.

In addition, this subroutine talleys the resource utiliza-
tion time and stores the result in the Resource Element File.

B. INPUTS

EVENT: The current event number, which is always accessed
from the variable EVENT. (Integer)

D: The time delay from current time. (Integer)

C. OUTPUT
None
D. USAGE

CALL DELAY (EVENT, D)
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SALSIM Subroutine DSTROY (IPTR, L)

A.

PURPOSE

DSTROY releases the locations in the IV array for a record

no longer needed. The space is then available to store a record

for any 1ist.

B.

INPUTS

IPTR: The pointer to the reCOfd to be destroyed. {Integer)
L: The length of the record to be destroyed. (Integer]
OUTPUT |

None

USAGE

CALL DSTROY (IPTR, L)
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SALSIM Subroutine FILE (IPTR, ISET, IPT1)

A. PURPOSE

FILE inserts a record intc a )ist according to the order-
ing defined by the DEFSET function.

B. INPUTS

IPTR: The pointer to the first word of the record in the
IV array. IPTR is obtained from the CREATE function; which is
usually performed prior to executing the FILE subroutine.
(Integer)

ISET: The ﬁointer to the list's DEFSET characteristics.
{Integer)

IPT1: Index (owner) of the list. (Integer)

C. OUTPUT
None

D. USAGE
CALL FILE (IPTR, ISET, IPT1}
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SALSIM Function I1= FIRST (ISET, J)

A. PURPOSE

FIRST stores in_the variable I1, the address of the first
record in the 1ist asso;iated,with list ISET, J.

B. INPUT

ISET: The pointer to the Jist's DEFSET characteristics
(Integer)

J: Index (owner) of list. (Integer)
C. OUTPUT

I1: The pointer to the first record of the 1ist, i.e., the
subscript in the IV array. 1I1 is zero if the Tist is empty.
(Integer)

D. USAGE
I1= FIRST (ISET,J)
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SALSIM Function I2=NEXT (ISET, IPTR)

A. PURPOSE

The NEXT function retrieves the address (subscript) of the
record followina -a specified record address.

B. INPUT

ISET: The pointer to the 1ist's DEFSET characteristics
{Integer) ‘

IPTR: The address of the record for which the next record
is desired. (Integer)

C.- OUTPUT
I2: The pointer to the next record. (Inteqer)
D. USAGE

[2= NEXT (ISET, IPTR)
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SALSIM Function IT1= RFIRST (ISET,J)

A. PURPOSE

This function removes the first member from a specified
Tist.
B, INPUT

ISET: The pointer to the Tist's DEFSET characteristics,
{Integer)

IPTR: The index {(owner) of list. (Inteaer)

C. OUTPUT

I[1: The address of the record removed from the 1list.
(Integer)
D. USAGE

I1= RFIRST {ISET,J)
E.  REMARKS

This function does not release the space occupied by the
record removed from the IV array. To do so, the DSTROY sub-
routine should follow the RFIRST functicn.
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SALSIM Subroutines RSPEC {IPTR, ISET, J)
or RSPECT (IPTR, ISET, J)
A. PURPOSE |
Subroutine RSPEC removes a record from a specified ranked
file. Subroutine RSPEC] Femoves a record from a specified
last-in-first-out file.

B. INPUT

IPTR: The pointer to the recaord to be removed. (Integer)
ISET:  The pointer to the 1ist's DEFSET characteristics.
J: The index of the list. ‘

C. OQUTPUT
None
D. USAGE

CALL RSPEC (IPTR, ISET, J)}
CALL RSPECT (IPTR, ISET, J)

E.. REMARKS

" These subroutines do not release the space occupied by the
record removed from the IV array. To do this, the DSTROY sub-
routine should follow the RSPEC or RSPECT subroutine.
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3.4.2 Model Utility Descriptions

these

The DELTA Model utilities are described in this section.

are the

ABPRTT
ACCUM

ALL@C
CANAC
DATAFIL
DRPAC
ELIST
GETAC
GETASK
GETIME
GETALR
IDECSN
IDPTR
MPDAC
PILOTR
TCANAC
TSELEC
UDP@F

following:

Abnormal end of run routine.

Accumulate completions of parallel tasks.
Allocate resources to perform tasks.
Cancel the aircraft.

Write out end of run summéry.

Drop the aircraft from memory.

LCC driver routine.

Search for aircraft.

Get taék information.

Get task performance times.

Get tolerance data.

Search files using test under mask.
Search LIFO files for matching mnemonics.
Maintain the aircraft file.

Determine pilot's response time.

LCC call to CANAC.

Select next task to be performed.

Update phase of flight.

Briefly,
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SUBROUTINE NAME: ABPRTT

A. PURPOSE

This routine is responsible for terminating a model run due to any
abhormal condition detected by either SALSIM routines or model routines.
It will print an error message, and, if poessible, call DATAFIL routine,

B. DISCUSSION

ABPRTT 1is required by the SALSIM utilities. Al1 abort conditions in
the model will result in the ca]]ing of this routine.’,After printing its
message, ABPRIT determines if it has been called from DATAFIL routine. If
this is not the case, DATAFIL is called and the run terminates in a STPP
7777. Otherwise, the run is terminated without calling DATAFIL again, and
so avoids a closed ioop situation. |

C. INPUTS
Common variables input are the following:

TIME, model clock time at end of run:

IT, LCC number in which error was
found;

EVENT, pcinter to the event notice
being processed;

TIERR@R, error number set by SALSIM
utilities.

D. QUTPUTS

ABPRTT prints out an error message and, after calling DATAFIL, it
uses a numbered stop, STOP 7777.

E. STIMULI

This routine is called by any routine which has diagnostic error .
tests as oppesed to warning-level error messages. ‘

F. SUBROUTINES CALLED

DATAFIL is called to 1ist the dynamic memory files, giving resource
utilization data and end of run statistics useful in tracking down the
cause of the error.
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SUBROUTINE NAME: ACCUM

A. PURPOSE
This routine increments and compares IACCUM to ILIMIT.
B. DISCUSSION

ACCUM is used to stimulate the next LCC after the completion of the
last LCC of a set of LCCs stimulated in parallel. It makes use of an
accumulator block defined by the appropriate driver routine. Each of the
LCCs contains a pointer to the accumulator block (IACBLK), which is péssed
in the calling sequence. The driver sets the limit (ILIMIT) which is the
number of parallel LCCs, and the next LCC pointer (NXTSK) into the accum-

ulator block.

When called, ACCUM increments IACCUM by one. It compares IACCUM to
ILIMIT and triggers NXTSK when TACCUM is not less than ILIMIT. ACCUM then
returns to the calling LCC,

C. INPUTS

1. Calling Sequence: ACCUM(IPTR} where IPTR is the pointer to
the appropriate accumulator block

2. COMMON Variables used: IACCUM(IPTR) is the counter,
ILIMIT(IPTR) is the 1imit on the count,
NXTSK(IPTR) is the LCC to be triggered.

D. OQUTPUT
None
E. STIMULI

1. The subroutine is called by every LCC triggered in parallel
where it is necessary to know when the Tast LCC is completed.

2. _ACCUM may trigger NXTSK LCC if the 1imit is reached.
F. SUBROUTINES CALLED
ACCUM calls CAUSE to trigger NXTSK.
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SUBROUTINE NAME: ALLPC

A. PURPOSE

This utility routine allocates the given task to either the appropriate
queue or the appropriate resource. This routine is also respensible for
monitoring the back log for the given resource pocl and adding additional
resource elements when necessary, '

B. DISCUSSION

ALL@C allocates the task pointed to by the event notice and IT. It
determines the jurisdiction and resource pool responsible for the task
and attempis to acquire a resource element. If none is available, it
stores the task in the gueue for that resource pool. If the queues. are
too long or too much deiay is expected, additional elements may be added.

Specifically, IRESRC .GT. O is the Allocated Task Indicator., IRESRC
contains the resource element pointer. IRESRC .EQ. 0 indicates not from
queue, and IRESRC .LT. 0 indicates placed in queue, IACFT .AT. O is
the pointer to the Aircraft File which includes the jurisdiction pointer,
IJURIS. IACFT .LE. 0 indicates the jurisdiction directly; the
Jurisdiction pointer IJURIS. IACFT .LE. 0 indicates the jurisdiction
directly; the jurisdiction pointer is absolute value of IACFT, in this
case, From the jurisdiction, it is possible to determine the appropriate
resource pcol. JPRAL, returned from GETASK, defines which resource pooi
of the jurisdiction is to be used, and is pointed to by JRSCPL,

The elements of the pool which are not busy are stored in the IREFIL,
If the file is empty, no elements are available, so the task is placed in
the ITASKQ, task queue., Otherwise, the element is removed from the IREFIL
and the task is allocated to the element.

C. INPUT

1. Commecn Yariables Used: ‘IT, the current task pointer;
EVENT, the current event notice pointer;
IACFT (EVENT}, the current aircraft or
jurisdiction pointer;
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IRESRC (EVENT), the current resourcé
pointer;

IJURIS, the current ajrcraft's jurisdic-
tion pointer; '

JRSCPL, the pointer to the jurisdiction's

“resource pool,
2. Subroutine returns: GETASK returns the following: .

JPRIP, task priority;

JPPOL, characteristic rasource pools
RFIRST returns pointer to first available

resource element, if any.

D. OUTPUTS

Common Yariables: [IPRIP (EVENT), the task gqueue priority, is set to
JPRIP;

IRESRC (EVENT), is set as FROM NUEUE flag;
IRSTAT, resource element status set to 1 to indi-
cate element is busy.

E. STIMULI

ALL@AC is called in each routine which utilizes a resource. ALLQC
does not trigger any LCCs.
F. SUBROUTINES CALLED

GETASK, called to determine priority and resource pool required for
task; v

RFIRST removes resource element. from file for pool;

FILE places current task into ITASKQ file for pool.
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SUBROUTINE NAME: CANAC
A. PURPOSE
| CANAC is intended to remove the aircraft from the system.
B. DISCUSSION

This routine is designed to remove all indication of the aircraft
from the system. It will destroy all traces of the aircraft from the sys-
tem, including the aircraft's Time/Position Queue, Conflict File, Runway
Queue, and cancel as many scheduled events as pdssible. The aircraft file
is allowed to remain in dynamic memory for a tenth of an hour af&er the
aircraft leaves the system, to clear up any in-progress tasks. TJURIS is
set negative as'an indicator that CANAC HAS PROCESSEC THE AIRCRAFT. .

C. INPUTS

CANAC calling sequence passes the aircraft pointer and an indicator
used to determine the reason for the call.

Common variables used are those in the aircraft file, the conflict
history file, the time/position queue and the runway and terminal files.

D. QUTPUTS
None.
E. STIMULI

This routine is called as an LCC using routine TCANAC and as sub-
routine by UDP@F, and T04402.

F. SUBROUTINES CALLED

CANEVT1 is called to cancel special call to MOVAC; RSPEC and RFIRST
are used to remove files from queues; DSTRPY is called to remove files
from dynamic memory; CAUSE is called to trigger DRPAC.
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SUBROUTINE NAME: DATAFIL
A. PURPOSE

DATAFIL is intended fto write out the dynamic memory files dealing
with resource utilization. '

B. DISCUSSION

This routine will write out the end of run information éenefated by
the model. This includes information from the Resource Element File, the
Resource Pool File, the Aircraft File, the Task Queue, the Jurisdiction
File, the Terminal File, the Runway Queue, and the Metering and ‘Sequencing
File. The principle concern is with resource utilization. The print out
is described elsewhere. '

C. INPUTS

DATAFIL uses information from the files indicated above. Addition-
ally, if.the run has terminated normally, it will read in a run title from
the exogenous event file.

D. OuTPUTS
DATAFIL writes out the end of run summary.
E. STIMULI

This routine is called from either ELIST when exogenous event 180 fs
encountered or ABPRTT.

F. SUBROUTINES CALLED

None.
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SUBROUTINE NAME: DRPAC
A. PURPOSE

This routine is responsible for the final removal of an aircraft
from the dynamic memory.

B. DISCUSSION

DRPAC performs two duties, it destroys the indicated aircraft file -
and its own event notice. This routine is an LCC. The aircraft file is
permitted to remain available after aircraft cancellation so that tasks
in progress may have valid pointers to the aircraft with indications that
the aircraft is cancelled to avoid additional processing. A negative
IJURIS is this indicator.

€. INPUTS

The pointer to the aircraft file is theyonly input to this routine.
It is passed via the. IACFT variable of the standard event notice.

D. OQOUTPUTS
None.
E. STIMULI

DRPAC is triggered by CANAC.
F. SUBROUTINES CALLED

DSTROY is;ca]]ed to relinguish the aircraft file back to dynamic
memary.
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SUBROUTINE NAME: ELIST
A. PURPGSE

ELIST is the central driver for all model legical contrel chain{LCC)
routines. It is responsible for calling all LCCs.

B. DISCUSSION

ELIST and its EL-subroutines are the main driving utilities required
by the SALSIM model structure. ELIST decodes the LCC number, identifying
which subroutine should be called for.a given LCC number. Due to the
overlay constraints, several small routines which behave 1ike ELIST but
that are only concerned with LCCs for a particular function were used.
These are ELO1, ELO4, ELO5, ELO6, ELO7, ELO8, ELO9, EL12, EL15, EL16 and
EL17. - They are associated with Functions 1., 4., and so on. » '

C. INPUTS

ELIST receives the LCC number and eyent notice pointer from SIMRUN,
the SALSIM driver, through a calling sequence.

D. OUTPUTS
None.
E. STIMULI

Every LCC uses the ELIST routine as a driver.
F. SUBROUTINES CALLED

ELIST calls all LCCs and the functional drivers listed in B.
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SUBROUTINE NAME: GETAC

A. PURPOSE

This routine determines the pointer to the Aircraft Data File for
the aircraft named or identified in ACNAME and returns the pointer to IPTRAC.
If the aircraft identification is not found, the pointer is set to zero.

. The file of id versus pointer is kept on a high speed storage device,
IACPTS, and read if a test reveals that the data has been overlaid.

B. DISCUSSION

The variable ITEST is set in a DATA statement. When GETAC is over-
laid and returned to core, the initial value from the DATA statement is pre-
sent, indicating that IACPTS must be accessed to read the file. ITEST is
set different from its initial value after the read and rewind. The file is
rewound after each accessing to assure its readiness to be read. ‘

ACNAME is compared to each ACIDS aircraft identification. (The file
may seem redundant, and it is. The alternative to this file search is to
search each jurisdiction for its associated Aircraft Data Files, which also
include the aircraft identifiers. This process is more time consuming than
the maintenance of a table of ids versus pointers.) When a match between
ACNAME and ACIDS is found, the pointer value IPTRAC is set to the appropriate
value of IPTRS. If no match is found, zero is returned. The DO-LOOP index
IAC is retained in COMMON ACPTS. It will contain the index of the match or
one more than the number of aircraft, NAC, if no match is found.

C. INPUTS

1. Calling Sequence: GETAC(ACNAME, IPTRAC) where ACNAME contains
and ajrcraft identifier.

2. Common Variables: From COMMON ACPTS,
NAC, number of aircraft active in the system,
ACIDS, array containing the aircraft identifiers,
IPTRS, array containing the pointers to the Air-
craft Data File.
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3. Internal Variables: ITEST, used to determine whether it is
necessary to read IACPTS, set to zero in DATA statement, reset
to 1 if IACPTS is read,

D. OUTPUTS

1. Calling Séquence: GETAC(ACNAME, IPTRAC) where IPTRAC contains
the pointer to the Aircraft Data File or zero if none found.

2. Common Variables: IAC, the index of arrays ACIDS and IPTRS.
E. STIMULI

This routine is called from MODAC and anywhere it is necessary to
convert aircraft id to pointer, such as aircraft exogenous events, where
only the id of the aircraft is available. '

F. SUBROUTINES CALLED

None
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SUBROUTINE NAME: GETASK
A. PURPOSE
GETASK is used to retrieve task information by the model utilities.
B. DISCUSSION

This routine provides a table Took up capability within the task
data files. It is intended to first check the value of the input task
pcinter, ITSKPT to determine if there is a valid pointer. If not, IDECSN
is called to generate the needed subséript. The task file is searched
using a test value compbsed of the LCC number, the aircraft user class and
phase of flight. IDECSN returns with the needed value for ITSKPT. With
this, the rescurce pool indicator, priority value, and task time indicator
are retrieved.

C. INPUTS
GETASK inputs the aircraft pointer and phase of flight and user

class from common. The task pointers ITASK and ITSKPT are passed through
the calling sequence.

D. QUTPUTS
GETASK puts out the following parameters via its calling sequence:

ITIME, the number of instructions, if
negative, or the subscript to the
appropriate task time distribution.

ITSKPT, the task subscript (may also _

be an input).
JPRIB, the task priority.

JPPPL, the resource pool indicator.

E. STIMULI
GETASK islca118d by ALLPC, TSELEC, and GETIME.
F. SUBROUTINES CALLED

IDECSN 1is used to search the task data files for the task pointer.
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SUBROUTINE NAME: GETIME

A. PURPOSE

This routine is respansible for calculating the time required to
perform the indicated task, including input time, set-up time, performance
time, and output time. Performance time is taken from a specific distri-

bution.
~ B. DISCUSSION

The GETIME function selects a manual task time from thé inpﬁt distri-
bution by determining the half of the distribution randomly and then adding
the interquartile distance times a uniformly distributed random number be-
tween O and 1. An automated task time is generated by dividing number of
instructions by computer speed.

C. [INPUTS
Calling Sequence: GETIME (ITSKPT) where ITSKPT is é dummy variable,
D. OUTPUTS

Calling Sequence: GETIME (ITSKPT} where GETIME returns the resultant
time for one repetition.

E. STIMULI

Every LCC using a resource employs this function to determine the
delay time.

F. SUBROUTINES CALLED

GETASK is called to determihe instruction count or time distribution.



Page 3.4-28

SUBROUTINE NAME: GETALR

A. PURPCSL

This routine is responsible for determining the tolerances which are
applicable to the given aircraft.

B. DISCUSSION
Tolerances are set to the predetermined values shown below.
C. INPUTS

Calling Sequences: GETPLR (ITSKPT, T@LH@R, TPLVRT) where ITSKPT is
a dummy variable. ' '

B. QUTPUTS

Calling Sequence: GETPLR {ITSKPT, TPLHBR, TPLVRT) where GET@LR is

, the time tolerance, set to 5 minutes, TPLH@R is
the Tateral (horizontal) tolerance, set to 10
~nautical miles, and T@LVRT is the vertical tol-
erance seft to 1 nautical mile.

E. STIMULI

The function is used in Tasks 7.2.1 and 7.3.3 and 9.5.1. No LCCs
are stimulated by this routineﬁ

F. SUBROUTINES CALLED

None.
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SUBROUTINE NAME: IDECSN
A.  PURPOSE |
IDECSN is used to search the task files to determine task pointer.
B. DISCUSSION

This routine performs a search on the comparisen data and the mask
word passed from GETASK or PILPTR. The ijnput state word is anded with the
mask word and then compared with each word in the comparison array until
a match is found. The first match ends this search. The subscript of the
matching element is returned. If no match is found, a zero subscript is
returned. '

C. INPUTS

ISTATE, NSTATE, MASKS and CPMPS are passed by means of the calling
sequence.

ISTATE is the word being tested;
NSTATE is the length of the CPMPS array being searched;

MASKS is the mask word, with which ISTATE {s anded, to produce a
test under mask;

CPMPS 1s the array being searched.
D. OUTPUTS

IDECSN, the value returned by the function subprogram IDECSN, is
the subscript of the matching element of COMPS found.

E. STIMULI

GETASK and PIL@TR are the only routines calling IDECSN, though the
routine was designed to be general purpose in structure.

F. SUBROUTINES CALLED

Only the AND routine is called, it is designed to return the result
of a logical AND operation between the elements of its calling sequence.
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SUBROUTINE NAME: IDPTR

A. PURPOSE

This routine compares the ID to the file ISET member-id and returns
with the pointer to the matching member.

B. DISCUSSION

IBPTR is a function. It is used to scan all members of file ISET,
from FIRST, through NEXT, until it has exhausted the file or found a member
with id MEMID that matches ID. If a match is found, the function is set
to that pointer, otherwise a zero is returned. It is assumed that all
files are one index LIFQO files and MEMID i1s the second word of the member.
C. INPUTS

1. Calling Sequence: IDPTR(ISET, ID) where ISET is the pointer to

the set definition block defined by DEFSET, and ID is the iden-
tifier to be searched'for. v

2. Common Varijables: MEMID (MPTR) is the member identifier ¢f the
MPTR member.

D. OUTPUTS

The function value returned is either the pointer to the matching
member or zero if no match is found.

E. STIMULI
The routine is used in T03000.
F. SUBROUTINES CALLED

FIRST, used to find first member of file, and NEXT, used to find
ensuing members.
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SUBROUTINE NAME: M@DAC

A. PURPOSE

This utility routine modifies the Aircraft Identification File by

adding or deleting entries.

B. DISCUSSION

MBDAC modifies the data manipulated by GETAC. Entry addition is
denoted by IM@D greater than zero, IM@D is equal to the pointer to the
Aircraft Data File. Deletion is denoted by IM@D less than or equal to

Zero.

GETAC 1is called to determine'the existence of a matching aircraft
identifier and to insure the presence of the data files in core. (GETAC,
COMMON ACPTS and M@DAC must be in the same overlay.) If match is found,
and the modification was to be a deletion, the indicated entry is de1eted
from both ACIDS and IPTRS, indexed by IAC, and the arrays are condensed.
If no match was found and the modification was to be an additicn, the en-
try is appended onto the end of the arrays. In both of the latter cases,
the arrays are written cut to JACPTS for maintenance.

In any other case, an error is indicated by setting IERR non-zero.
The file is not changed and not written out to IACPTS. Also, if more than
2000 aircraft are loaded, no action is taken.

C. INPUTS

1. Calling Sequence: MPDAC(ACNAME, IM@D, IERR) where ACNAME is
the aircraft identifier, and IMPD is a switch equal to either
the Aircraft Data File pointer to indicate an ADD or is less
than or equal tc zero to indicate a DELETE.

2. Common Variables: [IAC, index of ACIDS and IPTRS, as returned
from GETAC, ’
ACIDS, aircraft id array,
IPTRS, pointers to Aircraft Data File,
NAC, number of aircraft.

D. QUTPUTS
1. Calling Sequence: MPDAC(ACNAME, IM@D, IERR) where
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IERR = 1 for redundant aircraft id found during an ADD
IERR = 2 for no match found during a DELETE

IERR = 3 for overflow (number of aircraft 2000, maximum)
IERR = 0 for no error,

E. STIMULI

This routine is called in Function 3, to add an airéraft and in 4.4.2
to cancel an aircraft. INITIA uses M@PDAC to add the initial. load of air-
craft.

F.  SUBROUTINES CALLED

GETAC is called to seek a matching aircraft id.
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SUBROUTINE NAME: PIL@TR
A. PURPOSE |

This routine is responsible for generating the time delay required
for the pilot to respond to a request for data coming from the indicated
task. “

B. DISCUSSICN

~ This routine uses a set of response time distributions input to the
model. These times should represent nominal response times. The times
are generated from the distributions in the same manner used by GETIME for
task times.

C. INPUTS

The distributions are passed through common. The task numbers are
passed via ITSKPT of the calling sequence.

L. OQUTPUTS
PILPTR returns the time for the pilot's response as a delta time.
E. STIMULI

PILATR is called by those routines which have requests made of the
pilot for which a response is needed before further processing can occur.

F. SUBROUTINES CALLED

IDECSN is called to determine the task pointer.
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SUBROUTINE NAME: TCANAC
A. PURPOSE

This routine cancels an airéraft from the'system after it lands or
flies out of the system.

B. DISCUSSION

TCANAC is an LCC and thus is executed at‘the precise moment an air-
craft lands or leaves the system. It is triggered by a call to the SALSIM
subroutine CAUSE.

C. INPUTS

1. Pointer to aircraft file ACFIL.
2. Simulation time that aircraft leaves system.

D. OUTPUT
None.
E. STIMULI

The routine is triggered by numerous subroutines within the algori-
thms M@VAC, METSE@, and C@NDET.

F.  SUBROUTINES CALLED

DRPAC {drop aircraft).
CANAC which performs the actual cancellation.



Page 3.4-35
SUBROUTINE NAME: TSELEC

A. PURPOSE

This utility LCC is responsible for concluding the utilization
cf a resource element by one task and setting the eTement busy on either
the next task in a chain or the highest priority task in the queue for
that rescurce pool or setting the element not busy.

B. DISCUSSION

TSELEC is the only routine able to destroy an event notice of
resource-using LCCs. This is done when NXTSK (EVENT) is zero, indicating
no next task in a chain. If there is a next task which is not performed
by the indicated resocurce type, the task is friggered with no pre-
allocation of resource. If the current resource may perfdrm,the next
task, the priorities of the next task and the highest priority task in
the resources task queue are compared. If the next task is of comparable .
or higher task, the next task is triggered with a preallocated resource.

If the highest priority task has the higher priority, it is removed from
the task queue and triggered with a pre-allocated resource, 2also triggering
the next task with no pre-allocated resource. -

TSELEC checks for short term overloading of manual resources, and
assigns alternate resource elements if available. TSELEC returns non-
busy elements to the resource pools. As can be seen from the above,
TSELEC and ALLPC are complementary routines,

C. INPUT

1. Common Variables Used: IRESRC (EVENT), resource element;
NXTSK {(EVENT), pointer to next task,
if any;
ITASKQ data, inciuding IPRIQ, the
highest priority task in
the task queue,
IREFIL data, including IPPPL and ISTCBT
data;
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2. Subroutine returns: GETASK returns the following parameters
- JPRIP, the task priority for the NXTSK
JP@GL, the characteristic resource pool

for NXTSK
ITSKPT, the subscript of the Task File
for NXTSK
D. OUTPUTS _
Common Variables: IRESRC (EVENT) and
IRESRC (KPTR) the allocation flags
E. STIMULI

TSELEC is triggered in each routine which utilizes a resource.
This routine, in turn, may trigger either or both the NXTSK and/or the
highest priority task in the Task Queue.

F. SUBROUTINES CALLED

FIRST, called to determine the highest priority task;

DSTRPY, called to destroy the. event notice;

GETASK, called to determine data on NXTSK;

CAUSE, used to trigger LCCs;

RFIRST, used to remove resource element from IREFIL or highest
priority task from ITASKQ;

FILE, used to return vresource element to IREFIL.
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SUBROUTINE NAME: UDPOF

A. PURPOSE

Subroutine UDPOF updates the phase of flight for a single aircraft
and performs tasks associated with change in status for the aircraft.

B. DISCUSSION
A11 input to UDPRF is entered into the Event Notice for UDPQF.
C. [INPUTS

(Subroutine M@VAC supplies only the parameter IACP@F. The other
triggering routines supply IACP@F as well as most of the other para-

meters, )

IACP@F: Pointer to aircraft file whose aircraft's phase of flight
is to be updated.

TESCAP: Time between approach and missed approach, if any.
IRWPTR: Pointer to IRWQUE member.

ITAKEQF: Time between take-off and departure.

TARRTR: Time between arrival and approach, if any.

TMSDAP: Time between missed approach and approach, if any.
IDEPTR: Time between departure and enroute time.

TAPRCH: Time between approach and landing.

TLNDING: Time between landing and the cancelling of the aircraft
from the system.

D. OUTPUTS
None.
E. STIMULI

UDP@F is stimulated by subroutine M@VAC, METSEQ, or T03000.
F. SUBROUTINES CALLED

106401, RSPEC, DSTR@Y, SBYT, M@VAC, METSEQ, CANCEL, 107201, I05103,
105102, UDPPF, 106401, 106201, 107102 and I07301.
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3.5 Algorithms

The alqorithms are concerned with guiding an aircraft from pre-
flight or from the time the aircraft enters the system until it either
lands or leaves the system. This section gives a synopsis of the tasks
performed by each of these algorithms and the highest subroutine that
performs the tasks, as indicated in the flowcharts in section 2.2, Sub-
routines and Link Structure. A detailed explanation of the operation and
Togic of these algorithms is presented in section 2 of the User's Guide.

Subroutine METSEQ (metering and sequencing) maintains aircraft which
are taking off and landing. It primarily flies aircraft in the terminal
area and schedules their maneuvers on the runways.

Subroutine MOVAC maintains the aircraft outside terminal areas. It
is responsible for moving aircraft along their fliaht paths (time-position
queues) and determining when an aircraft must maintain a holding pattern.

The aircraft usuallv do not fly alona their exact flight paths because
random errors due to motion and chanaes in speed are generated for each
aircraft.

A subroutine of MOVAC, BNDRY, is responsible for maintaining the
current jurisdiction for each aircraft. It also records information about
any aircraft that leaves the system.

Subroutine CRASH, which is called by MOVAC, performs the actual
movement of afrcraft outside the terminal area. In addition, it projects
for conflict detection (CONDET}, the region in which an aircraft probably
can be found for a given time interval:

The detection of a conflict in actual flight paths for any pair of
aircraft is performed in the two subroutines, CONDET and HAZARD. Sub-
routine CONDET performs preliminary analysis in order to e]iminate easily
pairs of aircraft which definitely have no conflict. Subroutine HAZARD
nerforms analysis in depth for pairs of aircraft not already eliminated by
CONDET.

If HAZARD finds a conflict between a pair of aircraft, subroutine
RESOLV determines what maneuvers are necessary to resolyve the conflict
safely. Subroutine RSCRSE then maneuvers the two aircraft to resume their
intended courses.
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3.6 Functional Analysis Tasks

On the follewing pages are flowcharts which show the calling
sequences of the LCC's for each function.

Fach LCC is a subroutine which is initially triggered (executed)
at‘a simulation time determined by user input data or, more frequently,
by a simulated event. Each LCC can in turn trigger one or more LCC's
inc]udihg itself, or can be the last in a sequence of LCC's. The flowcharts
for each function display the LCC's that triggered that function, the
Togical flow within the function, and the action taken when the function
completes its chain of LCC's.

tach LCC is tested by a numerical code. LCC number ff.s.tt
means function number ff, subfunction number s, and task number tt. The
subroutine performing the LCC has name Tffstt.

A complete description of the tasks performed by each of‘thesé _
routines is given in "Function Analysis of Air Traffic Management, Final
Report, Volume II." It should be noted that many of the tasks described
in this_reference have been grouped and written as a single FORTRAN sub-
routine. The flowcharts indicate only the group name.

Below are listed the group names with the tasks they encompass:

Subroutine Name of Group Name Tasks in Group
Grouped Tasks In Flowcharts (Volume II)

T02000 2.0.0 2.1.1
TN2MAN  (manual 2.MAN 2.1.2
TO2AUT (Automatic 2. AUT 2.1.3
Operations) 0 1.4
| 2.1.5
2.1.6
2.2.1
2.2.3
2.2.4
2.3.1
2.3.2
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2.3.
2.3
2.
T03000 ‘ 3.0.0 3.1.1
3.1.2
3.1.3
3.2.1
) 3.2.2
3.2.3
3.3.1
3.3.2
3.3.3
TO61AU (automatic) - 6.1.AU and- 6.1.1
TO6TMN {manual - ‘ 6.7.MN 6.1.2
operations)l : . £.1.3
6.1.4
6.1.5
6.3.1
6.3.2
708105 8.1.5 8.1.5
.
T09100 9.1.0 9.1.1
' 1.2
1.3
709300 ' 9.3.0 | 9.3.1
2
T09400 9.4.0 9.4.1
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17.7.
17.8.
17.8.
17.8.
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17.9.
17.9.
17.9.
17.10.1
17.10.2
17.10.3
17.11.1
17.11.2
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User input data that triggers an LCC is called an exogenous event.
One example is the Preparation of Flight Plan. For each aircraft in the
system, the user specifies data such as aircraft characteristics, flight
options, time information and aircraft location. During model execution,
subroutine T03000 is executed when the aircraft enters the system.
This routine sets up all queues, switches, and other information that
signifies this aircraft has entered a phase of flight,

The 1ist below gives each excgencus event and the LCC 1t triggers.
The input formats for these events can be found elsewhere.

EXOGENOUS EVENT LCC TRIGGERED
Prepare flight plan T03000
Accept data Tink request TO1101
Accept telephone request TO1102
Capability change; Status ‘ T06400

change; emergency

Acquire and analyze data
on progress of service

T15102
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LCC's are triggered most often in the model by algorithms and
utilities, which do so in response to events simulated. For example, UDPAF,
which updates phase of flight for a single aircraft, triggers subroutines
T05102, T05103, TO6201, T06401, 707102, T07201, and T07301. A complete
description of the utility routines is given in section 3.4 UTILITY
ROUTINES, and the algorithms in section 3.5 ALGORITHMS.
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FIGURE 3.6-1 LOGICAL FLOW OF FUNCTION 1.0
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FIGURE 3.6-2 LOGICAL FLOW OF FUNCTION 2.0
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Figure 3.6-3 Logical Flow of Function 3.0
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4.0 DYNAMIC MEMORY FILES

The dynamic memory files are sets of data, each having a variable
number of fixed length records. A detailed explanation of the structure
and manipulation of these files is given in Section 3.4.2, SALSIM.

Some of the files contain lists of items with their properties.
For example, file IACFIL has one record fey 2ach aircraft in the svstem.
Each record includes the aircraft type'and Tocation. The remaining files
consist of queues of events which are processed in a specified order and
then deleted from the 1ist. For example, events are both stored in and
deleted from the Standard Event Notice file in the order they are to be
processed.

Many of the Tists are linked to form essentially a Tist of Tists.
The relation of these data files is shown in figure 4.0-1, MODEL
DATA STRUCTURES. Followina this fiquré are tables showina the contents
of each file.

Below is a list of all the dynamic memory files and a synopsis of
their contents.
Name Contents

Accumulator block, which contains a
1ist of events to be processed by
subroutine ACCUM, as well as a count
of parallel tasks.

IADJC List of jurisdictions adjacent to the
floor of the owner jurisdiction,

IADJS . List of jurisdictions conticquous to
the side of the ownina jurisdiction
vertex.

IACFIL ‘ Aircraft file which contains one

_ record for each aircraft in the system.

IACTYP File of aircraft characteristics.
There is one record for each aircraft
type.

ICONFL ) List of aircraft which required reso-

iution of a conflict in their flight
paths. Conflict was recoonized by
subroutine CONDET.



HEFIL

T1JURFL
IVERTX

IMSQUE

IREFIL
[RPFIL

TRWQUE

ITASKQ

ITPQUE

Page 4.0-2

Event notice for subroutine METSEQ,
which contains the standard event
notice for the perjodic stimuiation
of METSEQ, as well as a list of air-
craft incurring a missed approach.

Event notice for UDPQF which contains
iists of time intervals for aircraft
being in a given phase of flight.

List of aircraft which required reso-
lution of -a conflict in

flight paths. Conflict was confirmed
by subroutine HAZARD.

List of jurisdictions.

List of floor vertices for the owner
jurisdiction..

-List of aircraft to be processed by

subroutine METSE(. These events are
created by subroutines MOVAC and
TO3000.

MOVAC Special Call 4 Event Notiﬁe
which is a list of aircraft scheduled
to make turn. :

Resource element file, which holds
the tallies for resource utilization.

Resource pool file which defines the
groups of resource elements.

Runway queue which contains, for'éach
runway, a Tist of aircraft scheduied
to land on the runway.

Standard event notice, which is a
list of LCC's to be triggered at a
specified time,

List of events {from the standard
event notice above) which could not
be processed when triggered,

Time-position queue, which contains

for each aircraft the set of fixed:
points an aircraft must follow from

“take-off to landing.



FIGURE 4,0-1
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MODEL DATA STRUCTURES

IREFIL’ IRPFIL ITASKO
Resource ld—————f Resource m—— 4 Resource Pool
Element File Pool File Task Queue

]
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Metering and
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IADJC ] File
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Ceiling LJURFL ITRMFL

Jurisdiction ———— Terminal

IVERTX File Flle_

Floor 4 o :
Vertices Filg IRWQUE
& Runway Queue

TADJS
Jurisdictiong
Adjacent to
Side

4

IACTYP IACFIL ITPOQUE
Aircraft Aircraft Time/Positiory
Type File ile * Queue

ICPNFL
Conflict
History File
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FILE STRUCTURE

PAGE: 1 Oor 1
DESCRIPTICON: Accumulator Block
FILE NAME: ) N/A ORDERING SCHEME: N/A
OWNER: T R7A LENGTH NAME: LEVNTL
This Block is Used by ACCUM,
ATTRIBUTES

WORD JDATA
NAME NO. TYFE - DESCRIPTION UNITS
IACCUM 1 I Accumulator
ILIMIT] 2 I Limit

3 - Not Used
NXTSK 14 [ Task to be Triggered When IACCUM,GE,ILIMIT
IHBLD |5 - Utility Word
IACFT |6 I Alrcraft or Jurisdiction Pointer
IRESRCY{ 7 - - Not Used
TACBLK] 8 - Utility Word
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FILE STRUCTURE
PAGE : 1 OF

DESCRIPTION:  Adjacent Ceiling Jurisdiction File

FILE NAME: 1ADJC ORDERING SCHEME: LIFD
OWNER: Jurisdiction File LENGTH NAME: LADJC
ATTRIBUTES
WORD] DATA
NAME no.| Tyrd DESCRIPTION UNITS
IAC 1 I | Successor

JACJC 2 I | Pointer to Neighboring Jurisdiction (If Negative,

No Handoff is Required)
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FILE STRUCTURE

PAGE: 1 oF 1
DESCRIPTION: Adjacent Floor Jurisdictions File
FILE NAME: IADJF ORDERING SCHEME: LIFQ
OWNER: Jurisdiction File LENGTH NAME: LADJF
ATTRIBUTES
AEbRD DATA
NAME no, JTvpE] - DESCRIPTION UNITS
IAF 1 H Successor

JADJF | 2 I | Pointer to Neighboring Jurisdiction (If Negative)

No Handoff is Required)
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FILE STRUCTURE

PAGE : 1 gF 1

DESCRIPTION: Adjacent Side Jurisdiction File
FILE NAME: IADJS ORDERING SCHEME: LIFD
OWNER: Jurisdiction Vertijces File LENGTH NAME: LADJS
ATTRIBUTES
WORDJDATA "
NAME NO. bTYPE DESCRIPTION UNITS
IAS 1 I | Successor
JADJS 1 2 I | Pointer to Neighboring Jurisdiction (If Negative,

No Handoff is Required)
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FILE STRUCTURE

2

PAGE: 1 OF
DESCRIPTION: Aircraft File : ‘ .
FILE NAME: TACFIL QRDERING SCHEME: RL on ‘
OWNER: Jurisdiction File LENGTH NAME: LACFIL
ATTRIBUTES
MORD DATA :
NAME NO. ITYPE DESCRIPTION UNITS
] I [|Successor
2 I Predecessor

ACID 3 A Identification
ICLASS | 4 I JAvionics User Class

Aircraft Type (Pointer to Aircraft Characteristic
ITYPE 5 I File ype rac h S
IPRTY 16 I. |Priority of Flight Pian
IPHASE | 7 I jCurrent Phase of Flight
ACBITS | 8 L |State Vector (CDL)
ENDUR ] 9 R |Endurance Hrs,
IORGAP 10 1 JPointer to Origin
IJURIS I [Pointer to Current Jurisdiction
ACETD 1,4 | R [Estimate Time of Departure Hrs.
ETLJ R [JEstimated Time Left in Jurisdictjon S
NJURI§ 12 , I |Pointer to Next Jurisdiction

‘ ) ] Time
ACETA 13 }R |Estimated Time of Arrival at Destination of Day
IDENT [14 }I [|Pointer to Destination

1 |15 1 lPointer to Alternate Destination

AL 1 |pointer to Owner of Runway Que during Aprch or Dep
LFSTPQ |16 ‘ I Pointer to First Member of Time/Position Queue
FFIX |17 |JI |Pointer to Last Member of Time/Position Queue
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FILE STRUCTURE

‘ , PAGE: 2 oF 2
DESCRIPTION: Aircraft File (Cont'd.)
FILE NAME: IACFIL . ORBERING SCHEME: RL on ENDUR
OWNER: Jurisdiction File LENGTH NAME: CACFTL
ATTRIBUTES
WORD JDATA
NAME No. ITYPE DESCRIPTION UNITS
‘ Time of
TUPDAT} 18 | R [Time of Last Update Day
[ [Pointer to First Member of Conflict History File #
IDPRW |19 - |Pointer to Departure Runway for Departing Aircraf
HALDTM } 20 | R }Hold Time for Metering and Sequencing Holds Hrs.
X 21 | R |X-coordinate of Aircraft Position MM,
Y 22 | R |Y-coordinate of Aircraft Position N.Mi
Z 23 | R {Z-coordinate of Aircraft Position N.Mi
XVEL 24 IR |X-component of Aircraft Velocity Kts.
Y VEL 25 IR |Y-component of Ajrcraft Velocity Kts,
ZYEL 26 | R jZ-component of Aircraft Velocity Kts.
07201 [27 |1 [Pointer to Event Notice for 7.2.1 LCC.
NO7301 |28 |1 f[Pointer to Event Notice for 7.3.1 LCC
IPTEVT I |3 Pointers to MPVAC Special Calls Packed Into
XPTEVT 29 R [One Word
ERROR 130 | R ﬁoggded Navigation Error Term; Packed Into One
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FILE STRUCTURE
| PAGE: 1 OF ]

DESCRIPTION: Aircraft Type File
FILE NAME: IACTYP ORDERING SCHEME: LIFD
OWNER: Indexed LENGTH NAME: LACTYP
ATTRIBUTES
LT s ol DESCRIPTION UNITS
1 Successor
MEMID | 2 Aircraft Type Identifier
JSPD 3 Speed Class (Velocity/100)
THETT | 4 Turn Rate | . Rad/Hr.,
RMSQA | 5 Desired Ajrcraft Horizontal Mijss Distance Squared (NM)2
RALTA | 6 Desired Aircraft Vertical Miss Distance NN
‘ 0 - No Altitude Information Available
IALT 7 1 - Altitude Information Available’
ALTL 8 Minimum Altitude NM
ALTH 19 Maximum Altitude 1 NM
CRATE 10 Climb or Dive Rate NMAHY.
TLEAD {11 Minimum Lead Time for Metering and Sequencing Hrs.
FSF 12 Flight Endurance Margin | - Hrs.
ACRAT J13 Runway Occupancy Time - Hrs,
THETH } 14 Turn Rate 1n Hold Pattern ‘ Rad/Hr
NTRTM | 15 Departure Transition Time Interval Hrs.,
ITYPAC | 16 Aircraft Type Number




DESCRIPTION:
FILE NAME: _

OWNER:

Page 4.0-11

FILE STRUCTURE

PAGE :

1

Conflict History File

ICoNEL ORDERING SCHEME:

Aircraft File LENGTH NAME :

ATTRIBUTES

NAME

WORD
NO.

DATA
TYPE DESCRIPTION

UNITS

I Successor

102

I Pointer to Second Aircraft in Conflict Pair

CNTR

I Indicator for Action History
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FILE STRUCTURE

PAGE: 1 1
- DESCRIPTION: Event Notice For METSEQ
FILE NAME: N/A ORDERING SCHEME: RL on Time
OWNER: N/A LENGTH NAME: LEVNTL
ATTRIBUTES
WORD |DATA
NAME No. |TYPE DESCRIPTION UNITS
1 I Successor
2 I Predecessor
3 R Time Hrs.
TESCAP | 3 R Time Between IAPRCH and MSDAPR if Any A Hrs.
4 I Standard Call Indicator (.EQ. 1)
IACPQF { 4 I Pointer to Aircraft if Special Call {.NE. 1)
5 I Not Used
TMSKAP | 6 R Time Between MSDAPR and IAPRCH A Hrs.
TAPRCH } 7 R Time Betwaen IAPRCH and LANDING A Hrs.
TLNDNG § 8 R Time Between LANDING and CANAC A Hrs,

* For Special Calls Due to MSDAPR
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FILE STRUCTURE

PAGE: _ 1 OF 1

DESCRIPTION: Event Notice for UDP@F

FILE NAME: ‘ : N/A ORDERING SCHEME: ‘RL on Time
OWNER: : N/A ’ LENGTH NAME: LEVNTL
ATTRIBUTES
WORDY DATA .
NAME NO N TYPH DESCRIPTION UNIT§

] 1 Sﬁccesson

2 I Predecessor

3 R I Time ‘ Hrs.
TESCAP| 3 | R | Time Between IAPRCH And MSDAPR if Any aHrs.

IACPZFL 4 I } Pointer to Aircraft (.NE.1)

IRWPTR] 5 1 Pointer tq IRWQUE Member

ITAKPF] 6 R | Time Between ITAKBF And IDEPTR AHrs.
TARRTR] & R § Time Between IARRTR And IAPRCH If Any ‘ Adrs,
TMSDAPY 6 R | Time Between MSDAPR And IAPRCH If Any aHrs,
IDEPTR} 7. R | Time Between IDEPTR And INRPUT : . |&Hrs.
TAPRCH| 7 R | Time Betwéen IAPRCH And LANDING aHrs,

TENRTEL 8 R | Time Between INRPUT And Anything Else (Not Used) faHrs,

TLNDNG} 8 R | Time Between LANDING And CANAC AHrs,
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FILE STRUCTURE

PAGE : 1 0OF 1
DESCRIPTION: Hazard Evaluatijon Data
FILE NAME: HEFIL ORDERING SCHEME: N/A
OWNER: N/A LENGTH NAME: LEVNTL
ATTRIBUTES
WORD [DATA|
NAME H No. |TYPE DESCRIPTION UNITS

IDCOLT | 1 I |Pointer to First Aircraft of Conflict Pair

IDCeN2 | 2 [ JPointer to Second Aircraft of Conflict Pajr

HEDELT | 3 R JUtility Word*

HEIMM §4 | R Jutility Word*

HERISK | 5 R jUtility Word*

INDXHE J 6 I JUtility Word*

HEPACK | 7 I JUtility Word*

8 Not Used

* See Table 4.0-1 Cross Reference of the

Conflict Pair Information Block
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IDCONT EDCONZ HEDELT HEIMM HERISK THDXHE HEPACK
<ubroutinand (IPTR) | {IPTR) {IPTR) {IPTR) (IPTR) (IPTR) {IPTR)
METERING Pointer |Pointer (Length of {Imminence [Risk

AND to Air- |to Air- |time which
SEQUENCING Jcraft craft this pair

(lower |({higher |is to be

number |number |checked by

pointer)|pointer){8.1.5
KINEMATICS JPointer |Pointer [Length of [Imminence [Risk

to Air- | to Air- |time which

craft craft this pair

(Tower | ({higher |is to be

number | number lchecked by

pointer)|pointer)[8.1.5
HAZARD Pointer |Pointer {Time until {Imminence |Risk Index for |Packed
EVALUATION Jto Air= {to Air- |HAVEV next this air- |informa-
(HAZEV) craft craft checks craft pair ftion

{Tower | (higher [this air=- for RESPLY {variable

number |[number jcraft pair for RESPLY

pointer)|peinter)
T08105 X
T08107 X X X
T08108 X
T08108 X
TO8200 A coeffi~ IB coeffi-
{before cient for |cient for
RES@LY lag time (lag time
call) determina- |[determina-
tion tion
RESQLV X X X X X X X
Hypothesize
A/Analyze
# of Toops
T08200 X X Total pilot
{after Number of JAdditional {delay
RESPLY Toops pilot noti-|between
call) through fication 8.2.4 and
this sub- (loop (0 or [8.2.5
function |1) (ADDPRL)
T08201 X X
708202 X X
708203 X
T08204 X X X
T08205 X X
NOTE: X - Last previsouly defined variable used in the indicated subroutine. Writing

indicates the value that variable is set to in the subroutine.

TABLE 4.9-1 CROSS REFERENCE OF THE CONFLICT PAIR INFORMATION BLOCK
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FILE STRUCTURE

6

_ PAGE: _1 OF __1
DESCRIPTION: Jurisdiction File
FILE NAME: IJURFL ~ ORDERING SCHEME: LIFQ
OWNER: Tndexed LENGTH NAME : LJURFL
ATTRIBUTES |

NAME IASSD ol DESCRIPTION UNITS

1 [ | Successor
MEMID | 2 A 1 Jdurisdiction Identifier

3 Not Used

4 7 [ } Pointer to First Aircraft Gwned by Jurisdiction

5 I | Pointer to Last Ajrcraft Owned by Jurisdiction
NACFT | 6 [ | Number of Ajrcraft Owned by Jurisdiction
[CAP 7 I Capacity of Jurisdiction if .GT.0

Pointer to Terminal File if .LT.0

IPTVRT| 8 I Poiﬁter to Jurisdiction Vertices File
IPTJACL 9 [ | Pointer to Adjacent Flecor Jurisdictions File
IPTJAF] 10§ I | Pointer to Adjaceﬁt Ceiling Jurisdictions File
CEIL 11} R | Jurisdiction Ceiling Altitude N.MI
FLPPR 1 12| R | Jurisdiction Floor Altitude N.MI
JES%PL 13| 1 | Pointer to Resource Pool File for Pogl 1

14 1 I | Pointer to Resource Pool File for Pool 2

12¢4nf 1 | Pointer to Resource Pool File for Pool n




Page 4.0-17
FILE STRUCTURE

PAGE : 1 _OF 1

DESCRIPTION: Jurisdiction Vertices File
FILE NAME: IVERTX ORDERING SCHEME: LIFQ (Clockwise)
OWNER: Jurisdiction File LENGTH NAME: LYERTX

ATTRIBUTES

NAME %SSD ?ﬁgé DESCRIPTION UNITS

IvX 1 I Successor

IDS 2 I | Pointer to IADJS File

XVERTH 3 R | X-coordinate of Vertex N.MI

YVERT § 4 R I Y-coordinate of Vertex N.MI
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FILE STRUCTURE

PAGE: 1 OF 1

DESCRIPTION; Metering and Sequencing Queue
FILE NAME: ~ IMSQUE ORDERING SCHEME: RL on RANKS
OWNER: Terminal File LENGTH NAME: LMSQUE
ATTRIBUTES
loro [ pata : '
NAME ND. |TYPE DESCRIPTION UNITS
] I | Successor .
2 § I }Predecessor

RANKS || 3 R | Ranking Variable (Speed Class and ETA or ETD)

IMSAC || 4 I | Pointer to Aircraft File
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FILE STRUCTURE

PAGE: 1 OF 1

DESCRIPTION: _ MPVAC Special Call 4 Event Notice

FILE NAME:  N/A ORDERING SCHEME: N/A
OWNER: R7R LENGTH NAME: CEUNTL
ATTRIBUTES
‘ WORDJ DATA
MAME NO.  TYPH DESCRIPTION . UNITS
1 [ | Successor
2 1 Predecessor
3 I [ Time
XTP 4 { R {Proposed X-coordinant , N MI

IH@LD § 5 I {Special Call Indicator (.EQ. 4)

fACID 6 I Pointer to Ajrcraft File

YTP 7 R | Proposed Y-coordinant N.MI

FA Y] 8 R }Proposed Z-coordinant N.MI
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FILE STRUCTURE

PAGE: 1 OF .1

DESCRIPTION: Resource Element File

FILE NAME: IREFIL ORDERING SCHEME: RL on TNA
OWNER: Resource Pool File LENGTH NAME:
ATTRIBUTES
WORDE DATA
NAME NO. | TYPE DESCRIPTION UNITS

Successor If Not Busy ‘
STCBT | 1 I | Short Term Cumulative Busy Time If Busy Hrs.

Predecessor If Not Busy
[RSTAT} 2 I { Resource Status or ITSKPT If .LT.O

™A |3 | R | Time Next Available (TNA=TFA+%—) Hrs.
TFA 4 R } Time First Available ' ' Hrs.
CBT 5 | R | Cumulative Busy Time Hrs,

IPgBL | 6 I } Pointer to Rescurce Pocl

7 1 Successor of Resource E]ement
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FILE STRUCTURE

e

PAGE: 1 O 1
DESCRIPTION: Resource Pool File
FILE NAME: IRPFIL ORDERING SCHEME: " N/A
OWNER: Pointed to by Jurisdiction File LENGTH NAME: LRPFIL
ATTRIBUTES
WORDIDATA
NAME No. |TvPE DESCRIPTION UNITS
130RPL | ' | 1 Pointer to Jurisdiction File.
Computer Rate for Automated Resource 10%Inst
NPELMT | 2 I |Current {Number of Elements for Manual Resource |Element
7
. Computer Rate 10" Inst
MEXLMT } 3 It Maximum {Number of Elements Element
4 I JPointer to First Task in Queue
5 I §Pointer to Last Task in Queue
1rsTRe | 6 I Eg;?ter to First Available Resource Element in
pLTYP ] 7 I Pointer to Last Available Resource Element.
(If .LT.0, this word indicates an Automated Pool
rLckrl 8 I Eg?; Characteristic Displacement in Jurisdiction
9 I fPointer to First Resource Element Qwned by Pool

Hr.

Hr.
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FILE STRUCTURE

PAGE: ]

DESCRIPTION: Runway Queue
FILE NAME: TRWQUE QORDERING SCHEME: RL on ARTIME
OWNER: Terminal Fi1e LENGTH NAME: LRWQUE

ATTRIBUTES

WORCO DATA

NAME No JTye DESCRIPTION UNITS
ISUCR | 1 I Successor
IPRDR | 2 I |}Predecessor
IACPTR] 3 I Pointer to Ajrcraft File
ARTIME] 4 R | Runway Arrival Time Hrs.
RWCTM | & R JRunway Clearance Time Hrs.
VELAC | 6 R [Average Sequencing Route Velocity Kt.
JALTD 7 I |Holder for IALTD for Departures A Hrs
ACTA R ]Current Advance Time Available for Arrivals .
ACfR 8 R lcurrent Retard Time Available for Arrivals A Hrs.
TIMDEP 9 R |Departure Time Interval A Hrs,
IFETA I |Pointer to Feeder Fix for Arrivals

TPRF

10

Pointer to UDP@F Event Notice
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FILE STRUCTURE

PAGE : ] OF 1
DESCRIPTION: - Standard Event Notice
FILE NAME: N/A ‘ ORDERING SCHEME: RL on TIME
OWNER: N/A LENGTH NAME: LEVNTL
ATTRIBUTES
Nave |HORD| DAT/ DESCRIPTION WNITS
NO.] TYPH ‘
1 I { Successor
2 1 Predecessor
3 R | Time Hrs,
IBLACK
NXTSK 4 I | Next Task for Select or Delay Return Flag
TH@LD 5 1 Utility Word
Painter to Aircraft File If .GT.0
IACFT 1 6 1 T Ipointer to durisdiction File If .LT.0
Pointer to Resource Element File If .GT.O
IRESRCY 7 I Pointer to Resource Pool If ,LT.0D
Indicator that the Task 1s Unassigned 1f ,EQ.OQ
HARKTM 8 R Accumulator oy Utility Word

IACBLK

—
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FILE STRUCTURE

PAGE: oF 1

DESCRIPTION: Task Queue

FILE NAME: ITASKQ ORDERING SCHEME: RH on IPRIP
OWNER: Resource Pool File LENGTH NAME: LEVNTL
ATTRIBUTES
nave IR0 [PRIA | DESCRIPTION ) UNITS
1 I | Successor
2 I | Prececessor

IPRIB | 3 I | Priority

NXTSK | 4 I | Task Number

IHALD | 5 I | Utility Word

IACFT ] 6 [ ] Aircraft or Jurisdiction Pointer

IRESRC] 7 I | Pointer to Resource Pool (Negative)

WERKTM S B
aceLk| & | 1 | Utility Word




Terminal -File
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FILE STRUCTURE

PAGE: 1 OF

N

DESCRIPTION:
FILE NAME: ITRMFL ORDERING SCHEME: LIFO
OWNER: __ Indexed, Pointed to by Jurisdic- -ENGTH NAME:
tion File
: ATTRIBUTES -
WORD]DATA
NAME NO. ITYPE DESCRIPTION UNITS
1 I § Successor
2 I | Pointer to Jurisdiction'Fi1e
ITERM } 3 [ | Pointer to Mass-Storage Terminal File
. Pointer to First Metering and Sequencing Queue
I Entry
5 1 | Pointer to Last Metering and Sequencing Queue
Entry
PMSDAP} 6 R i Probability of Missed Approach
- {Carried
IQAQD { 7 I ] Total Number of Runway Queue Entries Negative)
NRW 8 I | Number of Runways
g I Pointer to First Runway Queue Entry for
Runway 1
101 1 Pointer to Last Runway Queue Entry for
Runway 1
11 I Pointer to First Runway Queue Entry for
Runway 2
1211 Pointer to Last Runway Queue Entry for
Runway 2
I*c® Pointer to First Runway Queue Entry for
£N§w I Runway NRW
ﬁﬁz* ; |Pointer to Last Runway Queue Entry for -
-1 Runway NRW
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FILE STRUCTURE

PAGE: ] 0F 1

DESCRIPTION: Time/Position Queue

FILE NAME: ITPQUE QRDERING SCHEME: RL on ETA
QWNER: Ajrcraft File . LENGTH NAME: CTPQUE
ATTRIBUTES
WORD IDATA
NAME NO.]TYPE DESCRIPTION UNITS

Isucc | 1 I | Successor

IPRED | 2 I Predecessor

ETA 3 R | Estimated or Intended Time of Arrival Hrs.
XINTND} 4 R | Intended X-coordinant ! N MI
YINTNDp 5 R | Intended Y-coordinant N.MI
ZINTND] 6 R Intended Z-coordinant N.MI

3-Dimensional Speed for Next Route Leg if .GT.O, Kts.

SPDLEGY 7 R | Potnter to Arrival Runway if .LT.0.

Time to the Next Fix Pgint if .GT.O. AHr,
TLEG | 8 | R | Pointer to Feeder Fix if .LT.O. -

End of Flight Plan Indicator if .EQ.O.
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5.0 PROGRAM OVERLAYS

The DELTA simulations consists of over 200 subroutines and has vari-
able core requirements depending on the dynamic memory specified. The
model has an input and utilization phase and a simulation phase. There is
an aobvious split between these two phases which lends itself to overlaying.
However, the bulk of the executable code is within the simulation phase and
it is desirable to overiay within this phase so as to not use an inordinate
amount of central memory. Because the 165 functional task subroutines are
executed in what amounts to an unpredictable sequence, it is extremely dif-
ficult to define a "logical" overlay structure which will avoid excessive
lcading of overlays during execution. Consequentially, the subroutines
were grouped together by functions and algorithms.

During development it was desirable to execute the DELTA model in
timeshare mode to be able to use the Debug facility available with TRW/TSS.
In order to do this, the model was forced to fit in 608 K words of core.
This was accomplished by heavily overlaying the alaorithms and keepina the
dynamic memory to the minimum value of 2]0 K words. quure 5.0-1 shows the
LINK directives needed to fit the DELTA simulation into 60 K core.

However, the 60 K overlay is extremely inefficient because of excessive
loading of overlay segments. For production runs, it is desirable to execute
them in batch mode. This can be accomplished by using the SUBMIT command to
make remcte job submission and makes available up to 3808 K words of central
memory for use. Figure 5.0-2 shows the LINK directives used for production

runs.,

This overlay regquires approximately 1178 K words of core for a 1510
K word dynamic memory allocation. Qutput from the Post Processor showed
certain tasks were being performed with high frequency compared to most
other tasks. To improve the overlay efficiency, these tasks were moved into
Segment B which is resident continuously during the simulation phase.
Further experience with the DELTA model may suagest changes in this overlay
structure to improve the overall execution efficiency'and cost.
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Figure 5.0-2 Link Directives for Production Runs.
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6.0 TERMINAL GENERATION PROGRAM

This section presents a FORTRAN source 1istina of the Terminal
Generation Program. A description of the use of this program can be
found in Book I of this volume.
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Terminal Generation Proaram.

Figure 6.0-1
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7.0 INTERARRIVAL TIMES GENERATION PROGRAM

This section presents a FORTRAN source listina of the Interarrival
Times Generation Program. A description of the use of this program can
te found in Book I of this volume. '
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L1STsSDATA

DROGRAM SDATACUVALUES, OITPUT, TAPES=JALUIES, TAPEA=0JTRUT)Y
NAMELIST/ VALU ES/NUMX, XMU» RNDPRY, ¥MAX
1' READ (5, VALUES)
IF (NUMX «EQ. 1) GO TO 109
AZ=RANF (RN DPIM)
- RNIPRM=1,
'URITE (65910) YMU
SUM=0 .
DO 10 T=1,NUMX
R=RANF (D)
IF (RsEQ.N«) GO TO 1N
== [« ¥ U*ALOGIR)
TFCXeGToXMAYY X=XMU
SUM=S M+
WRITE (6,95) X,SUM
10 CONTINUE :
GO TO 1. . ' '
90 FORMAT L6 HMEAN =,2?,F7 6)
95 FORMAT cF9.6.pt,FR '6)
170" STOP "7 T
.END :

Figure 7.0-1 Interarrival Times Generation Program.
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‘8.0 POST PROCESSOR PROGRAM
8.1 Description Of Loa Tape

In ELIST, each time a “resource-uSian task is comb}eted, the
following record is written on the Post Processor, log tape:

Time, Task Number, Aircraft Id (or spaces}, Jurisdiction Id,
Phase of Flight (or spaces), Resource Element. Number,
Resource Pool Type.

In T03000, each time an aircraft is added, the following record is
written: ’

Time, 2999, Aircraft Id, Jurisdiction Id, Phase of Flight,
A/C INP,

In MPVAC, when an aircraft is removed from an enroute hold, the
following record is written:

Time, 4999, Aircraft Id, Jurisdiction Id, Phase of Flight,
Length of Hold.

In MPVAC, when an aircraft is removed from a Meterina and
Sequencing Hold, the followina record is written:

Time, 5999, Aircraft Id, Jurisdiction Id, Phase of Flight,
Length of Hold.

In ACJBCZ, each time an aircraft crosses a jurisdiction boundary
causing a handoff, the following record is written:

Time, 6999, Aircraft Id, New.Jurisdiction Id, Phase of
F1ight, 01d Jurisdiction Id.

In UDP@F, each time an aircraft changes its phase of flioht,
the following record is written:

Time, 7999, Aircraft Id, Jurisdiction Id, New Phase of
Flight, and on landings, the difference, ENDURANCE - TIME.

In CANAC, each time an aircraft is dropped, the following record
is written:
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Time, 8999, Aircraft Id, Jurisdiction Id, Phase of Flight,
DLD, Source of Call Indicator, set as follows: -

2 - BNDRY (Flew out of system)
4 - ACT4 (Reached last point in flicht plan)
38 - T04402 (Cancelied F1iqﬁt Plan)
168 - UDPOF (Aircraft Landed, usually superceded by ACT4)

If the program ends with aircraft §t111‘in the system, the follow-
ing information is printed for each aircraft remainina:

Time, 9999, Aircraft Id, Jurisdiction Id, Phase of Fliaht,
DATAFTL. '
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8.2 Source Listing

This section presents a FCRTRAN source listing of the DELTA Post
Processor Program. A description of the use of this program can be found
in Book I of this volume.
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APPENDIX REPORT OF INVENTIONS

A diligent review of the work performed under this contract,

has revealed nc new innovation, discovery, improvement, or invention.
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